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#### Abstract

In this paper, we present novel edge-event-based triggering algorithms to achieve multi-agent consensus with Zeno-free triggers. The control inputs and triggering conditions for each agent are designed based only on relative state measurements in each agent's own local coordinate system. The existence of strictly positive minimal inter-event times guarantees the elimination of Zeno behaviour. Two cases, namely the synchronized clock case and the unsynchronized clock case, are studied. In the synchronized clock case, all agents are activated simultaneously to measure the relative state information over edge links under a global clock. Edge events are defined and their occurrences trigger the update of control inputs for the two agents sharing the link. We show that average consensus can be achieved with our proposed algorithm. In the unsynchronized clock case, each agent executes control algorithms under its own clock which is not synchronized with other agents' clocks. An edge event only triggers control input update for an individual agent. Detailed explanations and analysis are provided to show that all agents will reach consensus in a totally asynchronous manner. Numerical simulations are given to verify the effectiveness of the proposed algorithms.


## I. Introduction

In recent years, research on the multi-agent consensus problems [1] under practical constraints is gaining much attention due to its closed connection to industrial applications. By practical constraints, mainly three types are considered, namely agent dynamics constraints, actuator constraints and communication/sensing constraints [2]. Among them, actuator constraints and communication/sensing constraints arise from the scenarios where agents are equipped with digital devices (processors, actuators, sensors and wireless transmitters/receivers) with limited performance. To deal with these practical constraints, time-scheduled [3], [4] and eventscheduled [5], [6], [7] control schemes have been introduced. Compared to time-scheduled control, event-scheduled control

[^0]is more favourable in multi-agent systems since it provides aperiodic event triggers for information broadcasting and controller updates, which can reduce the requirement of onboard resources significantly.

From the viewpoint of the controller update, there are three main event-triggered schemes, which are widely adopted among vast numbers of papers regarding event-triggered multi-agent consensus problem [5], [6], [8], [9], [7], [10]. The first scheme was proposed in [5] where each agent triggers events and broadcasts its event times to its neighbours; the controller for each agent is updated both at its own event times as well as the event times of its neighbours. The second scheme proposed in [6] and developed in [11], [12] requires each agent to continuously measure the relative information over its edge links; by using combined relative measurements to design trigger condition, each agent only needs to update its control input at its own event times. The third scheme proposed in [7], [10] was also termed the edge-event-based triggering scheme. Trigger events are defined over each edge link and activate the controller updates for two linked agents simultaneously.

Note that two issues are not well addressed in all of the above mentioned work: 1) the discussion of global or local coordinate frames for information sensing, and 2) the assumption that all agents use synchronized clocks. In [13], the authors provide explanations about the coordinate frame requirements for [5], [8], [9], [6], [11]. However, this issue is not addressed in papers [7], [10] using edge-event-based schemes. On the other hand, the assumption of synchronized clocks is actually not reflective of many practical applications (e.g. robots are not likely be activated simultaneously). Achieving clock synchronization is a challenging task [14], [15]. We emphasize that the assumption of synchronized clocks plays a very important role in edge-event-based trigger scheme [7], [10], [16]. This is because two agents linked by one edge cannot trigger events simultaneously if they do not work under synchronized clocks i.e. synchronous controller updates for two linked agents cannot be guaranteed.

In this paper, we present novel edge-event-based algorithms to achieve multi-agent consensus with Zeno-free triggers under both synchronized and unsynchronized clocks. The agent's dynamics are modelled by single integrators and the graph topology is assumed to be fixed, undirected and connected. The contributions of this paper is two-fold. Firstly, as compared to [7], [10], the synchronized clock case studied in Section III provides another point of view with much simpler trigger conditions. In our framework, agents only use relative information measured in its own
local coordinate frame to achieve average consensus. This is in contrast to prior work [17], [9] (a global coordinate frame is required for all agents) and [6], [11] (average consensus cannot be achieved). We also apply the time regulation idea from [11] to guarantee Zeno-free triggers, which differs from the time-dependent trigger condition used in [16]. Secondly, the unsynchronized clock case studied in Section IV provides a generalised framework for edge-event-based triggering schemes. The case involving synchronized clocks thus can be regarded as a special case. In this generalised framework, each agent measures the relative information and updates the control input under its own isolated clock. Edge events are defined over an individual agent rather than two linked agents, i.e. two agents linked by one edge do not update their control inputs synchronously. To the authors' knowledge, similar results are not found in the literature.

The rest of this paper is structured as follows. Section II provides mathematical notations and background on graph theory. In Section III and IV, the synchronized clock case and the unsynchronized clock case are detailed, respectively. Numerical simulations are provided at the end of the each section to verify the effectiveness of the proposed strategies. Finally, Section V concludes this paper and discusses a future research topic.

## II. Preliminaries and Background

## A. Notations

In this section, some basic notations are introduced. Let $\mathbb{N}, \mathbb{R}$ and $\mathbb{R}^{n}$ denote the natural number set, real number set and the $n$-dimensional real Euclidean space, respectively. The set of $m \times n$ real matrices is denoted by $\mathbb{R}^{m \times n}$. The empty set is denoted by $\emptyset$. The transpose of a vector or matrix $M$ is denoted by $M^{T} . \lambda_{i}(M)$ denotes the $i$-th smallest eigenvalue of a symmetric matrix $M$. The Euclidean norm of a vector, and the matrix norm induced by the Euclidean norm, is denoted by $\|\cdot\|$.

## B. Graph theory

A group of $n$ agents is modelled by an undirected graph $\mathcal{G}$ with vertex set $\mathcal{V}=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and edge set $\mathcal{E}=$ $\left\{\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{m}\right\} \subset \mathcal{V} \times \mathcal{V}$. A path in graph $\mathcal{G}$ from vertex $v_{i_{1}}$ to vertex $v_{i_{j}}$ is a sequence of distinct vertices starting from $v_{i_{1}}$ and ending with $v_{i_{j}}$ such that $\left(v_{i_{k}}, v_{i_{k+1}}\right) \in \mathcal{E}$ for $k=1,2, \ldots, j-1$. A graph is called connected if there is a path between any two vertices. $N_{i}$, the neighbour set of node $v_{i}$, is defined as $N_{i}=\left\{v_{j} \in \mathcal{V}:\left(v_{i}, v_{j}\right) \in \mathcal{E}\right\}$. The adjacency matrix $A \in \mathbb{R}^{n \times n}$ of graph $\mathcal{G}$ indicates the vertex adjacency relationship, with entries $a_{i j}=1$ if $\left(v_{i}, v_{j}\right) \in \mathcal{E}$, and $a_{i j}=0$ otherwise. Let $D$ be the $n \times n$ diagonal matrix of $d_{i}$ 's, where the degree $d_{i}$ of each vertex $i$ is given by $d_{i}=\sum_{j=1}^{n} a_{i j}$. The Laplacian matrix of $G$ is a symmetric positive semi-definite matrix given by $L=D-A$. For a connected graph, the eigenvalues of $L$ are denoted by $0=$ $\lambda_{1}(L)<\lambda_{2}(L) \leq \ldots \leq \lambda_{n}(L)$

Label the $m$ edges from 1 to $m$ and each edge is assigned an arbitrary orientation. Each entry of the $m \times n$ incidence matrix $H$ of graph $\mathcal{G}$ are defined as $h_{r a}=1(-1)$ if node
$v_{a}$ is the terminal (initial) node of $r$-th edge and $h_{r a}=$ 0 otherwise. The incidence matrix $H$ can be divided into two sub matrices: the in-incidence matrix $H_{\odot}$ and the outincidence matrix $H_{\otimes}$. Following the definitions in [18], each entry of the $m \times n$ in-incidence matrix $H_{\odot}$ is denoted as $\left(h_{\odot}\right)_{r a}=1$ if node $v_{a}$ is the terminal node of $r$-th edge and $\left(h_{\odot}\right)_{r a}=0$ otherwise. Similarly, each entry of the $m \times n$ out-incidence matrix $H_{\otimes}$ is denoted as $\left(h_{\otimes}\right)_{r a}=-1$ if node $v_{a}$ is the initial node of $r$-th edge and $\left(h_{\otimes}\right)_{r a}=0$ otherwise. It is obvious that $H=H_{\odot}+H_{\otimes}$.

Let $x_{i} \in \mathbb{R}$ denote a state that is assigned to agent $i$. The stack state vector $x=\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{T} \in \mathbb{R}^{n}$ records all agents' states. It is well known that the relative state vector can be constructed as:

$$
\begin{equation*}
z=H x \tag{1}
\end{equation*}
$$

where $z=\left[z_{1}, z_{2}, \cdots, z_{m}\right]^{T} \in \mathbb{R}^{m}$, with $z_{r} \in \mathbb{R}$ being the relative state over $\epsilon_{r}$.

For an undirected graph, we have the following lemma:
Lemma 1: [19] If graph $\mathcal{G}$ is undirected and connected, then $z^{T} H H^{T} z \geq \lambda_{2}(L)\|z\|^{2}$, where $\lambda_{2}(L)$ refers to the smallest positive eigenvalue of Laplacian matrix $L$.

## III. Synchronized clock case

## A. Problem formulation

We assume that each agent is only equipped with relative position sensors, e.g. sonar or ToF (time-of-flight) camera, to measure the relative states between its neighbours and itself, in its own local coordinate frame. We further assume that all agents share a global clock $t$, i.e. each agent in the multi-agent system (MAS) is activated simultaneously. The sensing topology is captured by a fixed, undirected and connected graph $\mathcal{G}$ with corresponding incidence matrix $H$, Laplacian matrix $L$ and adjacency matrix $A$. For each edge $\epsilon_{r}$ connecting agents $i$ and $j$, both agents $i$ and $j$ measure the relative state $z_{r}$ continuously.

The MAS we study in this paper consists of $n$ single integrators labelled from 1 to $n$. The $n$ agents are connected by $m$ edges (sensing links), labelled from 1 to $m$. Let $x_{i}(t) \in \mathbb{R}$ denote the state of agent $i, i=1,2, \ldots n$. The dynamics of agent $i$ are described by

$$
\begin{equation*}
\dot{x}_{i}(t)=u_{i}(t), \quad i=1,2, \ldots, n \tag{2}
\end{equation*}
$$

where $u_{i}(t)$ is the control input. The sequence of eventtriggered executions for edge $\epsilon_{r}$ is $t_{0_{r}}=0, t_{1_{r}}, \ldots, t_{k_{r}}, \ldots$. At $t_{k_{r}}$, agent $i$ and agent $j$ linked by edge $\epsilon_{r}$ update their control inputs simultaneously. This synchronous controller updating phenomenon results from the fact that agents $i$ and $j$ share a global clock. We will provide detailed explanations about this phenomenon in the main result subsection. For agent $i$, which is one agent of the agent pair $(i, j)$ linked by edge $\epsilon_{r}$, the control input is designed as follows:

$$
\begin{equation*}
u_{i}(t)=\sum_{j \in N_{i}}\left(x_{j}\left(t_{k_{r}}\right)-x_{i}\left(t_{k_{r}}\right)\right) \tag{3}
\end{equation*}
$$

for $t \in\left[t_{k_{r}}, t_{k_{r}+1}\right)$. We emphasize that only partial information $x_{j}\left(t_{k_{r}}\right)-x_{i}\left(t_{k_{r}}\right)$ in the control input is updated at $t_{k_{r}}$.

Moreover, by observing (3), we see that control input uses only relative information.

The key problem in event-triggered control is to determine the next trigger time $t_{k_{r}+1}$, which ensures to achieve the consensus objective. In this section, we will design a novel edge-event-based algorithm with Zeno-free triggers for each agent.

## B. Main result

We first introduce a time-varying error $e_{r}(t)$. For time $t \in\left[t_{k_{r}}, t_{k_{r}+1}\right)$, the relative state measurement error for edge $\epsilon_{r}$ is defined as

$$
\begin{equation*}
e_{r}(t)=z_{r}\left(t_{k_{r}}\right)-z_{r}(t), \quad r=1, \ldots, m \tag{4}
\end{equation*}
$$

We note that $e_{r}(t)$ is actually calculated by agents $i$ and $j$ linked by $\epsilon_{r}$ separately using their own on-board processors. However, since agents $i$ and $j$ share a global clock, the values of $\left\|e_{r}(t)\right\|$ calculated inside their processors are identical. We then define the Zeno-free edge-event-based trigger algorithm by following the idea proposed in [11]. The next event time for edge $\epsilon_{r}$ is determined by

$$
\begin{equation*}
t_{k_{r}+1}=t_{k_{r}}+\max \left\{\tau_{k_{r}}, b_{r}\right\} \tag{5}
\end{equation*}
$$

where $b_{r}$ is strictly positive and $\tau_{k_{r}}$ is determined by the trigger condition

$$
\begin{equation*}
f\left(e_{r}(t), z_{r}(t)\right)=\left\|e_{r}(t)\right\|-\beta_{r}\left\|z_{r}(t)\right\|=0 \tag{6}
\end{equation*}
$$

where $\beta_{r}>0$. Every time an event is triggered, $e_{r}(t)$ resets to zero. Mathematically, $\tau_{k_{r}}$ is described by

$$
\tau_{k_{r}}=\inf _{t>t_{k_{r}}}\left\{t-t_{k_{r}} \mid f\left(e_{r}(t), z_{r}(t)\right)=0\right\}
$$

Theorem 1: Consider a multi-agent system where each agent's dynamics are described by (2) with control input (3) and the edge trigger condition (5). Let $\eta_{1}$ and $\eta_{2}$ be positive real numbers satisfying $\eta_{1}+\eta_{2}<1$. If $\beta_{r} \leq$ $\eta_{1}\left(\lambda_{2}(L) /\|H\|^{2}\right)$ for all edges, $b_{r}$ is strictly positive and satisfies $b_{r} \leq \frac{\eta_{2} \lambda_{2}(L)}{\|H\|^{2}\left(\sqrt{m}\|H\|^{2}+\eta_{2} \lambda_{2}(L)\right)}$. Then

- (Average consensus) All agents’ states converge to their initial average.
- (Zeno-free triggers) At any time $t>0$, no edge will exhibit Zeno behaviour.
Proof: It is well-known that the compact form of continuous-time consensus dynamic is constructed $\dot{x}=$ $-L x=-H^{T} z$. Following this construction, the compact form of (3) can be written as

$$
u(t)=-H^{T}\left[\begin{array}{c}
z_{1}\left(t_{k_{1}}\right)  \tag{7}\\
z_{2}\left(t_{k_{2}}\right) \\
\vdots \\
z_{m}\left(t_{k_{m}}\right)
\end{array}\right]
$$

where $k_{r}=\arg \max _{k_{r} \in \mathbb{N}}\left\{t_{k_{r}} \mid t_{k_{r}} \leq t\right\}, r=1, \ldots, m$. By substituting the edge measurement error (4), the compact form of the consensus dynamic can be written as

$$
\begin{equation*}
\dot{x}(t)=-H^{T} z(t)-H^{T} e(t) \tag{8}
\end{equation*}
$$

where $z(t)=\left[z_{1}(t), z_{2}(t), \ldots, z_{m}(t)\right]^{T}$ and $e(t)=$ $\left[e_{1}(t), e_{2}(t), \ldots, e_{m}(t)\right]^{T}$.
Consider the following Lyapunov function $V(t)=$ $\frac{1}{2} z(t)^{T} z(t)$. The time derivative of the Lyapunov function along (8) is

$$
\dot{V}(t)=z(t)^{T} \dot{z}(t)=-z(t)^{T} H H^{T} z(t)-z(t)^{T} H H^{T} e(t)
$$

From Lemma 1, we further obtain

$$
\begin{aligned}
\dot{V}(t) \leq & -\lambda_{2}(L)\|z(t)\|^{2}+\|H\|^{2}\|e(t)\|\|z(t)\| \\
= & \left(\lambda_{2}(L) \sqrt{\sum_{r=1}^{m}\left\|z_{r}(t)\right\|^{2}}\right. \\
& \left.\quad-\|H\|^{2} \sqrt{\sum_{r=1}^{m}\left\|e_{r}(t)\right\|^{2}}\right)\|z(t)\| .
\end{aligned}
$$

If we can guarantee that

$$
\begin{equation*}
\sum_{r=1}^{m}\left\|e_{r}(t)\right\|^{2} \leq \eta^{2}\left(\frac{\lambda_{2}(L)}{\|H\|^{2}}\right)^{2} \sum_{r=1}^{m}\left\|z_{r}(t)\right\|^{2} \tag{9}
\end{equation*}
$$

with $\eta \in(0,1)$, then it yields

$$
\begin{equation*}
\dot{V}(t) \leq-\left((1-\eta) \lambda_{2}(L) \sqrt{\sum_{r=1}^{m}\left\|z_{r}(t)\right\|^{2}}\right)\|z(t)\|<0 \tag{10}
\end{equation*}
$$

According to (5), we know that at any time $t>0$, the determination of inter-edge-event time of edge $\epsilon_{r}$ is either by $\tau_{k_{r}}$ or $b_{r}$. Let $S_{1}(t)$ and $S_{2}(t)$ be the edge sets consisting of edges whose next inter-edge-event time at $t$ is $\tau_{k_{r}}$ and $b_{r}$, respectively. Then it is obvious that $S_{1}(t) \bigcup S_{2}(t)=$ $\left\{\epsilon_{1}, \ldots, \epsilon_{m}\right\}$ and $S_{1}(t) \bigcap S_{2}(t)=\emptyset$. To guarantee (10), we further propose the following two conditions:

$$
\begin{equation*}
\sum_{\epsilon_{r} \in S_{1}(t)}\left\|e_{r}(t)\right\|^{2} \leq \eta_{1}^{2}\left(\frac{\lambda_{2}(L)}{\|H\|^{2}}\right)^{2} \sum_{r=1}^{m}\left\|z_{r}(t)\right\|^{2} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\epsilon_{r} \in S_{2}(t)}\left\|e_{r}(t)\right\|^{2} \leq \eta_{2}^{2}\left(\frac{\lambda_{2}(L)}{\|H\|^{2}}\right)^{2} \sum_{r=1}^{m}\left\|z_{r}(t)\right\|^{2} \tag{12}
\end{equation*}
$$

where $\eta_{1}$ and $\eta_{2}$ are strictly positive real numbers under the condition that $\eta_{1}+\eta_{2}=\eta<1$. For each edge in $S_{1}(t)$, if we let $\beta_{r} \leq \eta_{1}\left(\lambda_{2}(L) /\|H\|^{2}\right)$, then condition (11) will holds for all $t$. For condition (12), if we can guarantee

$$
\begin{equation*}
\left\|e_{r}(t)\right\| \leq \sqrt{\zeta}\|z(t)\| \tag{13}
\end{equation*}
$$

where $\zeta=\frac{\eta_{2}^{2}}{m}\left(\frac{\lambda_{2}(L)}{\|H\|^{2}}\right)^{2}$, then condition (12) can be ensured. Since $\zeta$ is strictly positive, the evolution time of $\left\|e_{r}(t)\right\| /\|z(t)\|$ from 0 to $\sqrt{\zeta}$ is strictly positive (because $\|z(t)\| \neq 0,\left\|e_{r}(t)\right\|$ evolutes from 0 at $\left.t_{k_{r}}\right)$. By finding an upper bound $B_{r}$ of this evolution time, we can determine a strictly positive time $b_{r} \leq B_{r}$. Then condition (13) can always be guaranteed if the evolution time of $\left\|e_{r}(t)\right\| /\|z(t)\|$
is $b_{r}$. To find $B_{r}$, we first estimate the time derivative of $\left\|e_{r}(t)\right\| /\|z(t)\|:$

$$
\begin{equation*}
\frac{d}{d t} \frac{\left\|e_{r}\right\|}{\|z\|} \leq \frac{\left\|\dot{e}_{r}\right\|}{\|z\|}+\frac{\left\|e_{r}\right\|}{\|z\|} \frac{\|\dot{z}\|}{\|z\|} \tag{14}
\end{equation*}
$$

According to (4), one can deduce that $\dot{e}_{r}=-\dot{z}_{r}$. So it is obvious that $\frac{d}{d t} \frac{\left\|e_{r}\right\|}{\|z\|} \leq\|H\|^{2}\left(1+\frac{\|e\|}{\|z\|}\right)^{2}$. Similar time derivative of $\|e(t)\| /\|z(t)\|$ yields $\frac{d}{d t} \frac{\|e\|}{\|z\|} \leq\|H\|^{2}\left(1+\frac{\|e\|}{\|z\|}\right)^{2}$. It is noticed that $\|e\| /\|z\|$ always upper bounds $\left\|e_{r}\right\| /\|z\|$ and both of them are non-negative. Now we conclude that $\left\|e_{r}\right\| /\|z\|<g\left(t, g_{0}\right)$, where $g\left(t, g_{0}\right)$ is the solution of $\dot{g}(t)=$ $\|H\|^{2}(1+g(t))^{2}, g_{0}=0$. Thus the lower bound of evolution time of $\left\|e_{r}\right\| /\|z\|$ from 0 to $\sqrt{\zeta}$ is

$$
\begin{equation*}
B_{r}=\frac{\eta_{2} \lambda_{2}(L)}{\|H\|^{2}\left(\sqrt{m}\|H\|^{2}+\eta_{2} \lambda_{2}(L)\right)} \tag{15}
\end{equation*}
$$

We can choose a strictly positive real time $b_{r}$ which is satisfied with $b_{r} \leq B_{r}$ to guarantee (12) for each edge in $S_{2}(t)$. Since $b_{r}$ is strictly positive, it is straightforward to conclude that Zeno behaviour is excluded for each edge. Moreover, since condition (10) can be ensured, we also conclude that consensus can be reached.

The proof to show that the consensus value is the initial average is standard thus omitted from this paper.

## C. Simulation



Fig. 1: Graph topology.


Fig. 2: State trajectories and edge event times
The MAS considered in the simulation consists of 5 agents. The sensing topology is described by Fig. 1. The initial states for all agents are set as $x_{1}(0)=-0.2, x_{2}(0)=$ $2.1, x_{3}(0)=-2.7, x_{4}(0)=4.3$ and $x_{5}(0)=1.6$. The parameters are chosen as $\eta_{1}=0.85$ and $\eta_{2}=0.14$, then we also set $\beta_{r}=0.34$ for the trigger function (6). The time interval $b_{r}$ is chosen as $b_{r}=0.0039 s$, which satisfies the condition (15).

The state trajectories and trigger performance for the Zeno-free algorithm are shown in Fig. 2. The minimum inter-edge-event time interval observed in the simulation is
0.0039 s , which corresponds to the value of $b_{r}$ calculated according to (15).

## IV. Unsynchronized Clock case

## A. Problem formulation

Let $t, t(0)=0$ denote the global clock. However, each agent $i$ has its own isolated, local clock $t^{i}, i=1,2, \ldots, n$. Let $t^{i}(0) \geq 0$ denote the initial value for each $t^{i}$ and $t^{i}(0), \forall i$ is not necessarily identical. That is to say, agents $i$ and $j$ linked by edge $\epsilon_{r}$ start to measure the relative information and update their control inputs under their own clocks with non-identical initial time. The main challenge in this section arises from the fact that agent $i$ and $j$ linked by $\epsilon_{r}$ do not update their control inputs synchronously.

The MAS we study in this section also consists of $n$ single integrators labelled from 1 to $n$. Let $x_{i}\left(t^{i}\right) \in \mathbb{R}$ denote the state of agent $i, i=1,2, \ldots n$. The dynamics of agent $i$ are given as

$$
\begin{equation*}
\dot{x}_{i}\left(t^{i}\right)=u_{i}\left(t^{i}\right), \quad i=1,2, \ldots, n \tag{16}
\end{equation*}
$$

where $u_{i}\left(t^{i}\right)$ is control input.
Note that the trigger times of the agents $i$ and $j$ linked by $\epsilon_{r}$ are non-identical, we define two time sequences of event-triggered executions for agents $i$ and $j$, respectively, which are $t_{0_{r}^{i}}^{i}, t_{1_{r}^{i}}^{i}, \ldots, t_{k_{r}^{i}}^{i}, \ldots$ for agent $i$ under $t^{i}$ and $t_{0^{j}}^{j}, t_{1^{j}}^{j}, \ldots, t_{k_{r}^{j}}^{j}, \ldots$ for agent $j$ under $t^{j} . t_{k_{r}^{i}}^{i}$ denotes the time of $k$-th edge event of agent $i$ triggered over edge $\epsilon_{r}$ under agent $i$ 's clock. Both agents update their control inputs at their own edge event times. For agent $i$, which is one agent of the agent pair $(i, j)$ linked by $\epsilon_{r}$, the control input is designed as follows:

$$
\begin{equation*}
u_{i}\left(t^{i}\right)=\sum_{j \in N_{i}}\left(x_{j}\left(t_{k_{r}^{i}}^{i}\right)-x_{i}\left(t_{k_{r}^{i}}^{i}\right)\right), i=1,2, \ldots, n \tag{17}
\end{equation*}
$$

for $t^{i} \in\left[t_{k_{r}^{i}}^{i}, t_{k_{r}^{i}+1}^{i}\right)$. In this section, we will aim to design a Zeno-free trigger scheme to determine the trigger times.

## B. Main result

For time $t^{i} \in\left[t_{k_{r}^{i}}^{i}, t_{k_{r}^{i}+1}^{i}\right)$, agent $i$, which is one agent of edge $\epsilon_{r}$, measures the relative states $z_{r}^{i}\left(t^{i}\right)$ continuously along its own time axis and the relative state measurement error is defined as

$$
\begin{equation*}
e_{r}^{i}\left(t^{i}\right)=z_{r}^{i}\left(t_{k_{r}^{i}}^{i}\right)-z_{r}^{i}\left(t^{i}\right) \tag{18}
\end{equation*}
$$

Since $t_{0_{r}^{i}}^{i}=t_{0_{r}^{j}}^{j}$ can not be guaranteed for agents $i$ and $j$ linked by $\epsilon_{r}$, it is obvious that $e_{r}^{i}\left(t^{i}\right)$ is not supposed to be equal to $e_{r}^{j}\left(t^{j}\right)$. When combined the trigger conditions proposed below, it is implied that the linked agents $i$ and $j$ update their controllers asynchronously.

We follow the same method used in the Zeno-free algorithm of Section III to determine the next edge event time over $\epsilon_{r}$ for agent $i$ :

$$
\begin{equation*}
t_{k_{r}^{i}+1}^{i}=t_{k_{r}^{i}}^{i}+\max \left\{\tau_{k_{r}^{i}}^{i}, b_{r}\right\} \tag{19}
\end{equation*}
$$

The trigger function used to determine $\tau_{k_{r}^{i}}^{i}$ is

$$
\begin{equation*}
f\left(e_{r}^{i}\left(t^{i}\right), z_{r}^{i}\left(t^{i}\right)\right)=\left\|e_{r}^{i}\left(t^{i}\right)\right\|-\beta_{r}^{i}\left\|z_{r}^{i}\left(t^{i}\right)\right\| \tag{20}
\end{equation*}
$$

where $\beta_{r}^{i}>0$. As usual, every time the trigger condition (19) is satisfied, $e_{r}^{i}\left(t^{i}\right)$ is reset to zero.

Theorem 2: Consider system (16) with control input (17), trigger function (19). Let $\eta_{1}$ and $\eta_{2}$ be positive real numbers and $\eta_{1}+\eta_{2}<1$. Let $\alpha=\max \left\{\left\|H H_{\otimes}^{T}\right\|,\left\|H H_{\bigodot}^{T}\right\|\right\}$. If $\beta_{r}^{i} \leq \eta_{1} \lambda_{2}(L) / 2 \alpha$ for all edges, $b_{r}$ is strictly positive and satisfies $b_{r} \leq \frac{\eta_{2} \lambda_{2}(L)}{2 \alpha\left(2 m \alpha+\eta_{2} \lambda_{2}(L)\right)}$. Then

- (Consensus) All agents’ states will reach consensus.
- (Zeno-free triggers) No agent will exhibit Zeno behaviour.
Proof: It is obvious that we do not need to consider the convergence of the system before all agents are activated. Thus we introduce a new global clock $t^{\prime}$, where $t^{\prime}(0)=$ $\max \left\{t^{i}(0): i=1,2, \ldots, n\right\}$ indicates the time point that all agents are activated to achieve consensus. Note that the compact form (7) cannot be used here because agents $i$ and $j$ linked by edge $\epsilon_{r}$ update asynchronously. New variables are required to be defined to construct the compact form of the system.

Note that all the state variables used and defined in the proof are with respect to a global coordinate frame. We start the analysis from the continuous-time consensus dynamic $\dot{x}\left(t^{\prime}\right)=-H^{T} z\left(t^{\prime}\right)$, as well. In this dynamic, the entry $h_{a r}^{T}$ of $H^{T}$ can be explained as follows:

$$
h_{a r}^{T}= \begin{cases}1, & \text { agent } a \text { 's knowledge of } z_{r}\left(t^{\prime}\right) \text { is }-z_{r}\left(t^{\prime}\right)  \tag{21}\\ -1, & \text { agent } a \text { 's knowledge of } z_{r}\left(t^{\prime}\right) \text { is } z_{r}\left(t^{\prime}\right) \\ 0, & \text { agent } a \text { does not access } z_{r}\left(t^{\prime}\right)\end{cases}
$$

Note that $h_{a r}^{T}=h_{r a}, h_{r a}$ is the entry of $H$. According to the definition of $h_{r a}$ in (21), we have the following conclusions: if agent $a$ is the terminal agent of edge $\epsilon_{r}$, its knowledge of $z_{r}\left(t^{\prime}\right)$ is $-z_{r}\left(t^{\prime}\right)$; if agent $a$ is the initial agent of edge $\epsilon_{r}$, its knowledge of $z_{r}$ is $z_{r}\left(t^{\prime}\right)$. Let the relative states assigned to initial agent $i$ and terminal agent $j$ linked by edge $\epsilon_{r}$ be respectively described by $z_{r}^{\mu}$ and $z_{r}^{\nu}$, where the initial agent and terminal agent are pre-assigned by incidence matrix $H$. It is obvious that $z_{r}^{\mu}\left(t^{\prime}\right)=z_{r}^{\nu}\left(t^{\prime}\right)=z_{r}\left(t^{\prime}\right)$. Note that there are $m$ initial agents and $m$ terminal agents in the MAS since the graph $\mathcal{G}$ has $m$ edges. Then it is reasonable to rewrite the consensus dynamic as $\dot{x}=-H_{\bigotimes}^{T} z^{\mu}\left(t^{\prime}\right)-H_{\odot}^{T} z^{\nu}\left(t^{\prime}\right)$, where $z^{\mu}=\left[z_{1}^{\mu}, z_{2}^{\mu}, \ldots, z_{m}^{\mu}\right]^{T}$ and $z^{\nu}=\left[z_{1}^{\nu}, z_{2}^{\nu}, \ldots, z_{m}^{\nu}\right]^{T}$.

Let $t_{k_{r}^{\mu}}^{\prime}$ and $t_{k_{r}^{\nu}}^{\prime}$ re-denote the latest $r$-th edge event time instants of initial agent $i$ and terminal agent $j$ linked by edge $\epsilon_{r}$, respectively. It is assumed that $t_{k_{r}^{\mu}}^{\prime}, t_{k_{r}^{\nu}}^{\prime} \geq t^{\prime}(0)$. Following the consensus dynamic constructed in the last paragraph, the compact form of the control input (17) can be expressed as:

$$
u\left(t^{\prime}\right)=-H_{\bigotimes}^{T}\left[\begin{array}{c}
z_{1}^{\mu}\left(t_{k_{1}^{\mu}}^{\prime}\right)  \tag{22}\\
z_{2}^{\mu}\left(t_{k_{2}^{\mu}}^{\prime}\right) \\
\vdots \\
z_{m}^{\mu}\left(t_{k_{m}^{\mu}}^{\prime}\right)
\end{array}\right]-H_{\odot}^{T}\left[\begin{array}{c}
z_{1}^{\nu}\left(t_{k_{1}^{\prime}}^{\prime}\right) \\
z_{2}^{\nu}\left(t_{k_{2}^{\prime}}^{\prime}\right) \\
\vdots \\
z_{m}^{\nu}\left(t_{k_{m}^{\prime}}^{\prime}\right)
\end{array}\right]
$$

which is the key step in the proof.

According to (18), we define two stack measurement error vectors $e^{\mu}=\left[e_{1}^{\mu}, e_{2}^{\mu}, \ldots, e_{m}^{\mu}\right]^{T}$ and $e^{\nu}=\left[e_{1}^{\nu}, e_{2}^{\nu}, \ldots, e_{m}^{\nu}\right]^{T}$ are defined for all of the initial agents and terminal agents, respectively. The compact form of the consensus dynamic at $t^{\prime}$ can be formulated as

$$
\begin{align*}
\dot{x}\left(t^{\prime}\right) & =-H_{\bigotimes}^{T} z\left(t^{\prime}\right)-H_{\odot}^{T} z\left(t^{\prime}\right)-H_{\bigotimes}^{T} e^{\mu}\left(t^{\prime}\right)-H_{\odot}^{T} e^{\nu}\left(t^{\prime}\right) \\
& =-H^{T} z\left(t^{\prime}\right)-H_{\bigotimes}^{T} e^{\mu}\left(t^{\prime}\right)-H_{\odot}^{T} e^{\nu}\left(t^{\prime}\right) \tag{23}
\end{align*}
$$

Now reconsider the Lyapunov function $V\left(t^{\prime}\right)=$ $\frac{1}{2} z\left(t^{\prime}\right)^{T} z\left(t^{\prime}\right)$. Its time derivative along (23) is

$$
\begin{aligned}
\dot{V}\left(t^{\prime}\right)= & z\left(t^{\prime}\right)^{T} H \dot{x}\left(t^{\prime}\right) \\
= & -z\left(t^{\prime}\right)^{T} H H^{T} z\left(t^{\prime}\right)-z\left(t^{\prime}\right)^{T} H H_{\bigotimes}^{T} e^{\mu}\left(t^{\prime}\right) \\
& -z\left(t^{\prime}\right)^{T} H H_{\odot}^{T} e^{\nu}\left(t^{\prime}\right)
\end{aligned}
$$

By recalling Lemma 1, it yields that

$$
\begin{aligned}
\dot{V}\left(t^{\prime}\right) \leq & -\lambda_{2}(L)\left\|z\left(t^{\prime}\right)\right\|^{2}+\left\|H H_{\bigotimes}^{T}\right\|\left\|z\left(t^{\prime}\right)\right\|\left\|e^{\mu}\left(t^{\prime}\right)\right\| \\
& +\left\|H H_{\odot}^{T}\right\|\left\|z\left(t^{\prime}\right)\right\|\left\|e^{\nu}\left(t^{\prime}\right)\right\| \\
= & -\left(\lambda_{2}(L)\left\|z\left(t^{\prime}\right)\right\|-\left\|H H_{\bigotimes}^{T}\right\|\left\|e^{\mu}\left(t^{\prime}\right)\right\|\right. \\
& \left.-\left\|H H_{\odot}^{T}\right\|\left\|e^{\nu}\left(t^{\prime}\right)\right\|\right)\left\|z\left(t^{\prime}\right)\right\|
\end{aligned}
$$

Note that $\left\|e^{\mu}\left(t^{\prime}\right)\right\|=\sqrt{\sum_{r=1}^{m}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|^{2}}$ and $\left\|e^{\nu}\left(t^{\prime}\right)\right\|=$ $\sqrt{\sum_{r=1}^{m}\left\|e_{r}^{\nu}\left(t^{\prime}\right)\right\|^{2}}$. Let $\alpha=\max \left\{\left\|H H_{\bigotimes}^{T}\right\|,\left\|H H_{\bigodot}^{T}\right\|\right\}$. If we can ensure the following condition

$$
\begin{equation*}
\sqrt{\sum_{r=1}^{m}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|^{2}}+\sqrt{\sum_{r=1}^{m}\left\|e_{r}^{\nu}\left(t^{\prime}\right)\right\|^{2}} \leq \frac{\lambda_{2}(L)}{\alpha}\left\|z\left(t^{\prime}\right)\right\| \tag{24}
\end{equation*}
$$

then consensus will be achieved.
At $t^{\prime}$, let $S_{\mu}^{1}\left(t^{\prime}\right)$ and $S_{\mu}^{2}\left(t^{\prime}\right)$ be the edge sets that their linked initial agents will trigger the edge events at $t_{k_{r}^{\mu}}^{\prime}+\tau_{k_{r}^{\mu}}$ and $t_{k_{r}^{\mu}}^{\prime}+b_{r}$, respectively. It is satisfied that $S_{\mu}^{1}\left(t^{\prime}\right) \bigcup S_{\mu}^{2}\left(t^{\prime}\right) \stackrel{k_{r}}{=}\left\{\epsilon_{1}, \ldots, \epsilon_{m}\right\}$ and $S_{\mu}^{1}\left(t^{\prime}\right) \bigcap S_{\mu}^{2}\left(t^{\prime}\right)=\emptyset$. Similarly, let $S_{\nu}^{1}\left(t^{\prime}\right)$ and $S_{\nu}^{2}\left(t^{\prime}\right)$ denote the edge sets that their linked terminal agents will trigger the edge events at $t_{k_{r}^{\mu}}^{\prime}+\tau_{k_{r}^{\mu}}$ and $t_{k_{r}^{\mu}}^{\prime}+b_{r}$, respectively. it is also satisfied that $S_{\nu}^{1}\left(t^{\prime}\right) \bigcup S_{\nu}^{2}\left(t^{\prime}\right) \stackrel{k_{r}}{=}\left\{\epsilon_{1}, \ldots, \epsilon_{m}\right\}$ and $S_{\mu}^{1}\left(t^{\prime}\right) \bigcap S_{\mu}^{2}\left(t^{\prime}\right)=\emptyset$. Note that condition (24) can be guaranteed if

$$
\begin{equation*}
\sqrt{\sum_{r \in S_{\mu}^{1}\left(t^{\prime}\right)}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|^{2}}+\sqrt{\sum_{r \in S_{\nu}^{1}\left(t^{\prime}\right)}\left\|e_{r}^{\nu}\left(t^{\prime}\right)\right\|^{2}} \leq \frac{\eta_{1} \lambda_{2}(L)}{\alpha}\left\|z\left(t^{\prime}\right)\right\| \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{\sum_{r \in S_{\mu}^{2}\left(t^{\prime}\right)}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|^{2}}+\sqrt{\sum_{r \in S_{\nu}^{2}\left(t^{\prime}\right)}\left\|e_{r}^{\nu}\left(t^{\prime}\right)\right\|^{2}} \leq \frac{\eta_{2} \lambda_{2}(L)}{\alpha}\left\|z\left(t^{\prime}\right)\right\| \tag{26}
\end{equation*}
$$

where $\eta_{1}, \eta_{2}>0$ and $\eta_{1}+\eta_{2}<1$.
According to the trigger function (20) and the fact that the measurement error (18) is reset as soon as the value of the trigger function reaches zero, it is enough to imply $\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\| \leq \beta_{\max }\left\|z_{r}\left(t^{\prime}\right)\right\|$ and $\left\|e_{r}^{\nu}\left(t^{\prime}\right)\right\| \leq \beta_{\max }\left\|z_{r}\left(t^{\prime}\right)\right\|$, where $\beta_{\max }=\max \left\{\beta_{r}^{i}\right\}$. Furthermore, by recalling that $S_{\mu}^{1}\left(t^{\prime}\right)$ and $S_{\nu}^{1}\left(t^{\prime}\right)$ are subsets of edge set $\mathcal{E}$, we obtain
$\operatorname{card}\left\{S_{\mu}^{1}\left(t^{\prime}\right)\right\}, \operatorname{card}\left\{S_{\nu}^{1}\left(t^{\prime}\right)\right\} \leq m$. The above analysis indicates that the upper bound of the left-hand side term in (25) can be calculated as $2 \sqrt{\sum_{r=1}^{m} \beta_{\max }^{2}\left\|z_{r}\left(t^{\prime}\right)\right\|^{2}}$, which is equal to $2 \beta_{\max }\left\|z\left(t^{\prime}\right)\right\|$. If we enforce $\beta_{r}^{i}$ to satisfy $\beta_{r}^{i}<\frac{\eta_{1} \lambda_{2}(L)}{2 \alpha}$, then condition (25) is always satisfied.

For condition (26), since $\operatorname{card}\left\{S_{\mu}^{2}\left(t^{\prime}\right)\right\} \leq m$, we obtain $\sqrt{\sum_{r \in S_{\mu}^{2}\left(t^{\prime}\right)}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|^{2}} \leq \sum_{r=1}^{m}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|$. According to the same arguments, we also get $\sqrt{\sum_{r \in S_{\nu}^{2}\left(t^{\prime}\right)}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|^{2}} \leq$ $\sum_{r=1}^{m}\left\|e_{r}^{\nu}\left(t^{\prime}\right)\right\|$. The upper bound of the left-hand side term in (26) is thus obtained as $\sum_{r=1}^{m}\left\|e_{r}^{\mu}\left(t^{\prime}\right)\right\|+\sum_{r=1}^{m}\left\|e_{r}^{\nu}\left(t^{\prime}\right)\right\|$. Note that $e_{r}^{\mu}\left(t^{\prime}\right)$ and $e_{r}^{\nu}\left(t^{\prime}\right)$ are actually the measurement error $e_{r}^{i}\left(t^{\prime}\right)$ defined in (18). By enforcing $\left\|e_{r}^{i}\left(t^{\prime}\right)\right\| \leq$ $\frac{\eta_{2} \lambda_{2}(L)}{2 m \alpha}\left\|z\left(t^{\prime}\right)\right\|$, condition (26) can be ensured. Now we are ready to determine $B_{r}$. By following the similar process from (14) to (15) in the last subsection, the lower bound $B_{r}$ is obtained as

$$
\begin{equation*}
B_{r}=\frac{\eta_{2} \lambda_{2}(L)}{2 \alpha\left(2 m \alpha+\eta_{2} \lambda_{2}(L)\right)} . \tag{27}
\end{equation*}
$$

For each agent $i$, the next edge-triggering time $t_{k_{r}^{i}+1}^{i}$ can be set as $t_{k_{r}^{i}}^{i}+b_{r}$, where $b_{r} \leq B_{r}$, if $\tau_{k_{r}^{i}}^{i}$ determined by trigger function (20) is less than $b_{r}$. By choosing suitable $\beta_{r}$ and $b_{r}$, the aims of both consensus and Zeno-free triggers can be achieved.

## C. Simulation

The sensing topology and the initial states of all agents are set to be the same with those in the simulation of Section III. Parameters are chosen as $\eta_{1}=0.8$ and $\eta_{2}=0.19$. Thus $\beta_{r}^{i}$ and $b_{r}$ are calculated as $\beta_{r}^{i}=0.22$ and $b_{r}=0.0011 s$, respectively. The activated times are chosen as $t^{1}(0)=0.4$, $t^{2}(0)=0.7, t^{3}(0)=0.1, t^{4}(0)=0.2$ and $t^{5}(0)=0.8$. Fig. 3 illustrates the trajectories of the MAS and the event times for both agent 1 and agent 2 linked by edge $\epsilon_{1}$. We can see that consensus can be reached and the trigger times of agents 1 and 2 triggered by $\epsilon_{1}$ are asynchronous.


Fig. 3: State trajectories and edge event times both agents 1 and 2 triggered over edge $\epsilon_{1}$

## V. Conclusion

In this paper, we propose novel Zeno-free, edge-eventbased algorithms to achieve multi-agent consensus under both synchronized clocks and unsynchronized clocks. In the synchronized clock case, we show that average consensus can be achieved under our algorithms even though each
agent only measure the relative information via its own local coordinate frame. In the study of the unsynchronized clock case, each agent not only uses the relative information, but also works under its own clock that is not necessarily synchronized with others' clocks. We show that consensus can be achieved with Zeno-free triggers by using our proposed algorithm. Future work will focus on the relaxation of using global information of networks to design trigger conditions.
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